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As a strategy for multiple Unmanned Aerial Vehicle (UAV) systems to commit tasks in complex 
application environments, cooperative navigation has attracted extensive research interest in recent 
years. With the increase of the formation scale, centralized cooperative navigation with fully-connected 
sensors would be inefficient and unreliable. To reduce the computation and communication load, this 
paper divides the whole system into several groups and designs two categories of cluster-based fusion 
architectures: locally-centralized structure and distributed structure. The UAV positions are estimated 
by the least-squares method. Considering the fault modes in multi-UAV systems, a fault detection 
and exclusion scheme is developed for improving the reliability of the cluster-based cooperative 
navigation system. MATLAB simulation and Spirent simulator test are carried out to validate the proposed 
algorithm. To simulate complex environments, the industry-recognized Spirent simulator and Spirent 
Sim3D software are adopted. The proposed scheme can be applied to both open areas and challenging 
environments, which has a wide range of applications.

© 2022 Elsevier Masson SAS. All rights reserved.
1. Introduction

Multiple Unmanned Aerial Vehicle (UAV) systems have re-
cently attracted increasing attention due to their immense val-
ues in both civil and military applications, including UAV-based 
aerial surveillance, environment monitoring, commercial shows, 
and small packet delivery [1–3]. Compared with a single UAV, 
multi-UAV systems can offer significant benefits in inspection 
scope, error tolerance, and task completion time [4].

As known, high-precision positioning can be achieved by Global 
Navigation Satellite System (GNSS) in open-sky areas [5]. In urban 
areas, however, the performance of navigation will be severely de-
graded due to the poor satellite visibility, heavy multipath interfer-
ences and Non-Line-of-Sight (NLOS) receptions, which are caused 
by signal blockages and signal reflections [6–8]. Such situations 
may raise great challenges for the navigation of multi-UAV systems. 
To overcome the aforementioned problems, cooperative navigation 
have been developed by utilizing information communication from 
multiple UAVs and increasing the information redundancy [9,10]. 
Compared with GNSS-only navigation, cooperative navigation fuses 
ranging information not only from satellites but also from UAVs, 
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which helps enhance availability, robustness and accuracy [11–13]. 
Nevertheless, cooperative navigation system might face challenges 
of high network traffic, large calculation amount, and error prop-
agation from the faults occurring on one single UAV to the whole 
system.

In terms of network traffic and calculation amount, different 
fusion structures have been developed to improve efficiency. In 
general, all tasks that demand any type of parameter estimation 
from multiple sources can benefit from the use of information fu-
sion methods [14]. Based on the type of architecture, fusion struc-
tures can be classified into (a) centralized, (b) decentralized, or (c) 
distributed. The multi-UAV cooperative navigation mainly adopts 
centralized and distributed structure. In the centralized framework, 
information from all sensors of each UAV is sent to a unified fusion 
center for cooperative positioning [15,16]. The centralized struc-
ture theoretically provides optimal navigation performance, but 
it may suffer from heavy communication cost and computational 
burden when the formation size is large [17]. In a distributed 
architecture, the UAV can use the received position and ranging 
information from the adjacent UAVs to fuse with its own sen-
sor data and update its position information [18–20]. Compared 
with the centralized structure, the distributed one can effectively 
lower the communication and computational burden. However, it 
provides suboptimal solutions in terms of accuracy and may face 
convergence issues caused by poor initial positions [20].
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To further achieve the balance between accuracy and efficiency, 
cluster-based network has been developed for cooperative localiza-
tion in Wireless Sensor Network (WSN) [21,22], which can also be 
referred in cooperative navigation. Tseng proposed a cluster-based 
cooperative localization to solve the scalability issue of central-
ized architecture and the initial position issue of distributed ar-
chitecture by combining the intra-cluster structure with the inter-
cluster measurements [23]. Whereas these researches are focused 
on the cooperative localization problem in WSN with several an-
chors fixed at known positions [24]. In contrast, there is no known 
anchors in cooperative navigation for multi-UAV system, which is 
more complicated.

As for the reliability of the multi-UAV cooperative systems, 
some Fault Detection and Exclusion (FDE) algorithms have been 
developed for GNSS-based navigation. Receiver Autonomous In-
tegrity Monitoring (RAIM) [25] and Advanced RAIM (ARAIM) [26]
are two representative schemes. However, these two schemes can-
not be adapted directly to cooperative navigation since they only 
use the information of a standalone receiver. Zhuang et al. pro-
posed a Whole-Network Extend Kalman Filter (WNEKF) and an in-
tegrity monitoring algorithm based on solution separation strategy 
and fully-centralized structure, which can monitor all the faults of 
the whole network simultaneously [11]. Although only few master 
nodes are required to conduct the algorithm due to the centralized 
structure, the computation burden and communication load will 
be heavy. Xiong et al. proposed a cooperative integrity monitoring 
based on residual decomposition method, which can exploit the 
GNSS data and inter-vehicle measurements data to detect all the 
faulty measurements [27]. However, this research adopted a de-
centralized structure, which may suffer from communication cost 
problem. Hence, there still exists a research gap in FDE scheme for 
cluster-based Cooperative Navigation.

In this paper, we aim at two issues in cooperative navigation 
of multi-UAV system: (a) the balance between efficiency and ac-
curacy of the navigation performance, and (b) the reliability of 
the navigation solution in fault scenarios. In response, this study 
considers two categories of cluster-based fusion architectures, i.e., 
the locally-centralized structure and the distributed structure, and 
proposes an FDE scheme for cluster-based cooperative navigation. 
This paper helps validate that the combination of cluster-based co-
operative navigation and FDE is feasible and effective. Since the 
states of the UAVs are estimated by least-squares method, it can 
be regarded as snapshot navigation which only returns the posi-
tion when requested [28,29]. The FDE scheme is designed based 
on solution separation method [26].

The rest of paper is organized as follows. Section 2 describes 
the measurement models. Section 3 illustrates the multi-UAV coop-
erative navigation with different fusion structures. Section 4 intro-
duces some fault modes in multi-UAV cooperative navigation and 
proposes an FDE scheme. Then, simulations are carried out in Sec-
tion 5 based on MATLAB platform and Spirent Simulator. Finally, 
Section 6 draws the conclusions and presents some perspectives 
for future work.

2. Measurement models

This section describes the measurement models in the cooper-
ative navigation system, including the GNSS pseudorange models, 
the relative ranging measurements and the relative position mea-
surements.

2.1. GNSS pseudorange

Although stable carriers can provide higher accuracy than pseu-
doranges, they require high-end receivers or favorable signal qual-
ity, which are not available in urban areas. Consequently, un-
2

smoothed pseudoranges (i.e., the raw observations provided by 
receivers) are usually used in GNSS-challenging environments.

For a given receiver on UAV i and a specific satellite s, the pseu-
dorange observation is defined as [30,31]:

ρs
i = ds

i + Es
i + c

(
δti − δts) + I s

i + T s
i + εs

i (1)

where the subscript i denotes the individual UAV i and the super-
script s denotes the individual satellite; d is the geometrical range 
between the UAV and the satellite; E is the ephemeris error; c is 
the speed of light; δti denotes the receiver clock offset of UAV i; δts

denotes the clock offset of satellite s; I represents the ionosphere 
propagation delay; T represents the troposphere propagation de-
lay; and ε is the pseudorange noise term caused by multipath and 
receiver noise.

2.2. Peer-to-Peer ranging model

One-dimensional relative range measurement between two ve-
hicles can be obtained directly by ranging modules such as Ultra-
Wideband (UWB). The Peer-to-Peer (P2P) ranging measurement is 
modeled as [13]:

mij = ‖pos j − posi‖ + ωi j (2)

where mij is the P2P ranging measurement between UAV i and 
UAV j; posi and pos j denote the positions of these two UAVs in 
the local East, North and Up (ENU) coordinate system; ‖ · ‖ de-
notes the L2 norm of relative position vector, i.e., the geometrical 
range between the two UAVs; and ω is the noise term, which can 
be modeled as a zero-mean Gaussian distribution with standard 
deviation of σuwb.

2.3. Relative position measurement

Generally, relative position measurement can be obtained by vi-
sual sensors in or Differential GNSS (DGNSS) and can be expressed 
in the body axes or the local ENU coordinate system. In this paper, 
we assume that the three-dimensional relative position measure-
ment is given in local ENU frame, which can be modeled as:

ri j = (pos j − posi) + ν i j (3)

where ri j is the relative position measurement from UAV i to UAV 
j; and ν is the noise vector, which can be modeled as a zero-mean 
Gaussian distribution with standard deviation of σ RP in three di-
rections.

3. Multi-UAV cooperative navigation with different fusion 
structures

This section presents three different fusion structures for multi-
UAV Cooperative Navigation (CN): the fully-centralized structure 
for the whole system, the locally-centralized structure for clusters 
and the distributed structure based on the locally-centralized es-
timates. The solutions are estimated through least-square method. 
Section 3.3 analyzes the comparison among these three structures.

3.1. Least squares based centralized CN

The state vector of UAV i is defined as:

xi = [
xE

i , xN
i , xU

i , δt i
]T

(4)

where the subscript corresponds to the individual UAV; the su-
perscripts E, N, U correspond to the three directions in the local 
ENU coordinate system. δt i = [δti,G, δti,R, δti,C, δti,E] denotes the 
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receiver clock offset corresponding to the satellite system, i.e., GPS, 
GLONASS, BDS and Galileo.

The absolute observation vector of UAV i is given by:

zi = hi(xi) + v i (5)

where zi is the pseudorange observation vector of UAV i, i.e., 
zi = [ρ1

i , ρ2
i , · · · , ρNi

i ]T, v i is the measurement noise error, and 
hi denotes the observation function corresponding to xi , Ni is the 
number of the visible satellites to the receiver on UAV i.

The relative observation equation between UAV i and UAV j can 
be written as:

zi j = hi j(xi, x j) + v i j (6)

where zi j is the relative observation from UAV i to UAV j, i.e., 
mij or ri j , v i j is the measurement noise error, and hi j denotes the 
relative observation function of xi and x j . In this paper, a relative 
measurement is assumed to be available to both UAVs. Note that, 
zi j can be replaced by zi j for P2P ranging measurements.

To combine the absolute measurements with the relative obser-
vations with n UAVs, the combination and extension of (5) and (6)
can be expressed as follows:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

z1
...

zn

z12
...

z(n−1)n

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

h1(x1)
...

hn(xn)

h12(x1, x2)
...

h(n−1)n(xn−1, xn)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

v1
...

vn

v12
...

v(n−1)n

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

Equation (7) can be rewritten in a compact form as follows:

Z = h(X) + V (8)

where X is the state vector of the system, i.e., X = [xT
1, x

T
2, . . . , x

T
n]T, 

and h is a group of nonlinear observation functions, i.e., h =
[h1, . . . , hn, h12, . . . , h(n−1)n]T.

By linearizing h at the estimated state vector X̂ = [x̂T
1, ̂x

T
2, . . . ,

x̂T
n]T, (8) can be formed as:

Z = H X + V (9)

The linearized observation matrix H is defined as [32]:

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

H 1 0 0 0 0
...

0 0 0 0 Hn←−
H 12

−→
H 12 0 0 0

...

0 0 0
←−
H (n−1)n

−→
H (n−1)n

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(10)

For the part of absolute observations, H i = δhi
δxi

∣∣∣
xi=x̂i

corresponds 

to the Jacobian matrix in the pseudorange single point positioning 
process. As for the relative measurements, 

←−
H i j = δhi j

δxi

∣∣∣
xi=x̂i ,x j=x̂ j

and 
−→
H i j = δhi j

δx j

∣∣∣
xi=x̂i ,x j=x̂ j

denote the linearized observation ma-

trices correspond to xi and x j respectively. Since a relative mea-
surement is assumed to be available to both UAVs, we can have ←−
H i j = −−→

H i j .

To be more specific, the observation matrix 
←−
H i j for three-

dimensional relative measurement zi j can be formed as:

←−
H i j = [ −I 3×3 03×4

]
(11)
3

Fig. 1. State and measurement graph in an example of a multi-UAV system.

The observation matrix 
←−
H i j for one-dimensional relative mea-

surement zi j is formed by:

←−
H i j = [ −ei j 01×4

]
(12)

where ei j =
[

xE
j − xE

i xN
j − xN

i xU
j − xU

i

]
is the normalized Line-

of-Sight (LOS) vector from the UAV i to UAV j.
Then, the state vector X in (9) can be estimated by Weighted 

Least-Squares (WLS). The update for �X̂ at each iteration is given 
by:

�X̂ = (
H TW H

)−1
H TW · �Z (13)

where �Z is the vector of the measurements minus the expected 
ranging values, and the observations are weighted by the diagonal 
matrix W .

The weighting matrix W is determined by the covariance ma-
trix C associated with the measurements:

W (r, r) = (
C(r, r)

)−1
, r = 1,2, . . . (14)

C = blkdiag
([C 1, · · · , Cn, C 12, · · · , C (n−1)n]

)
(15)

where C i = diag[(σ 1
i )2, (σ 2

i )2, · · · , (σ Ni
i )2] corresponds to the 

pseudorange observations, C i j is equal to the associated variance 
relative measurement, i.e., σ 2

uwb and σ 2
RP.

The covariance matrix of the estimated states, i.e., C X =
blkdiag([C x1 , · · · , C xn ]) can be calculated as:

C X = S · C · ST (16)

S = (
H TW H

)−1
H TW (17)

Fig. 1 presents an example of a multi-UAV system with 4 
agents, and shows the states and the graph of absolute and rel-
ative measurements. Taking the system as an example, two dif-
ferent centralized structures are shown by Fig. 2, i.e., the fully-
centralized structure and the locally-centralized structure. For the 
fully-centralized one, all the states in the system are estimated 
together in one single fusion center by employing all the infor-
mation. With respect to the locally-centralized structure, UAVs are 
separated into different clusters, each of which has a fusion cen-
ter and utilizes a subset of the information to estimate the states 
of the UAVs.
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Fig. 2. Two different centralized CN structures for the above example.
Fig. 3. Distributed clustering CN structure corresponding to the above multi-UAV 
system.

3.2. Least squares based distributed clustering CN

Based on the locally-centralized structure for separate clus-
ters, a distributed clustering structure is proposed in this section. 
The matrices under the locally-centralized architecture have been 
given by Equations (9) to (17). We re-label these variables as i X , 
i
lc Z , i

lc H , i
lcW , i

lc X̂ , i
lcC , i

lc S , i
lcC X respectively, where the subscript 

lc indicates the locally-centralized structure and i represents the 
cluster. Each UAV can preliminarily obtain a state estimate from 
the locally-centralized structure. The communication links and the 
inter-cluster relative measurements can be explored for further es-
timation performance enhancement.

The structure shown in Fig. 3 corresponds to the aforemen-
tioned system. As seen, there exist communication link and relative 
measurement between the UAV 2 in Cluster 1 and the UAV 3 in 
Cluster 2. Therefore, Cluster 1 receives the state estimate 2

lcx̂3 with 
relative ranging measurement z23 from the other cluster. The state 
estimates can serve as the observations in the distributed CN struc-
ture for separate clusters.

In general, for the distributed structure of cluster i, the com-
bination of the state estimates and relative measurements are as 
follows:⎡
⎢⎢⎢⎢⎢⎢⎣

i
lcx̂i1

...
i
lcx̂in

zi1 j1
...

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ixi1
...

ixin

hi1
i1 j1

(ixi1)

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎣

v i1
...

v in

v i1 j1
...

⎤
⎥⎥⎥⎥⎥⎥⎦

(18)
4

where i1, · · · , in are the UAVs whose states are estimated in cluster 
i. The existence of zi1 j1 indicates that there exists relative sensing 
link with other clusters. zi1 j1 is sent together with the locally-

centralized estimate j
lcx̂ j1 to the fusion center of cluster i, and hi1

i1 j1

denotes the nonlinear function of i xi1 .

By linearizing hi1
i1 j1

at the updated estimate in distributed struc-

ture, i.e., ixi1 = i
dx̂i1 , (18) can be formed as:

i
d Z = i

d H i X + i
d V (19)

where the subscript d indicates the distributed structure.
The observation matrix i

d H is given as:

i
d H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

i
d H i1 0 · · · 0 0

...

0 0 · · · 0 i
d H in

i
d
←−
H i1

i1 j1
0 · · · 0 0

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(20)

where i
d H im = blkdiag

([
I 3×3 03×4

])
, and i

d
←−
H im

im jm
=

blkdiag
([ −I 3×3 03×4

])
. As for relative ranging information, 

the corresponding matrix will be i
d
←−
H im

im jm
=[

−(
j
lcx̂T

jm − i
dx̂T

im )/zim jm 01×4

]
.

The state vector i X can be estimated by WLS, with the update 
for �i

d X̂ at each iteration given by (9) and the weighting matrix 
i
dW given by (14). The covariance matrix i

dC is a diagonal matrix 
decided by the covariance matrix of each observation:

i
dC = blkdiag

([
i
lcC X C i1

i1 j1
· · · C in

in jn

])
(21)

where i
lcC X = blkdiag([i

lcC xi1
, · · · , ilcC xin

]) is obtained by (16) and 
(17). The covariance matrix C im

im jm
is given as:

C im
im jm

= σ 2
RP + j

lcC x jm
(22)

As for inter-cluster relative ranging measurement, the covari-
ance matrix C im

im jm
will be computed as:

C im
im jm

= σ 2
uwb + eim jm · j

lcC x jm
· eT

im jm
(23)

The covariance matrix of the estimated states, i.e., i
dC X =

blkdiag([i C xi , · · · , i C xi ]) can be calculated as:
d 1 d n
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Fig. 4. Satellite fault mode in CN system.

i
dC X = i

d S · i
dC · i

d ST (24)
i
d S = (i

d H T · i
dW · i

d H
)−1 · i

d H T · i
dW (25)

3.3. Fusion architecture comparison

Three different CN architectures are presented in Section 3.1
and Section 3.2: (1) fully-centralized structure for the whole sys-
tem, (2) locally-centralized structure for clusters, and (3) dis-
tributed structure based on locally-centralized estimates in sep-
arate clusters. The comparison among these three categories of 
fusion structures is analyzed as follows:

(1) On one hand, the fully-centralized structure employs all the 
measurements in the system, so the obtained solution must 
be global optimal in accuracy. On the other hand, it requires 
a large amount of bandwidth to send raw data. Moreover, the 
computational cost is high and the reliability is poor.

(2) By clustering the system, the locally-centralized structure can 
reduce the computational cost. However, the accuracy is de-
creased comparing to the fully-centralized one and some inter-
cluster relative measurements are not utilized in the system.

(3) Based on the estimates obtained in the locally-centralized 
structure, the communication links and the inter-cluster rel-
ative measurements are explored for estimation performance 
enhancement. As a result, the distributed structure among 
clusters provides better accuracy, robustness and flexibility.

4. Fault detection and exclusion algorithm for multi-UAV 
cluster-based CN

This section develops an FDE scheme for the multi-UAV cluster-
based CN system. Section 4.1 lists the fault modes that might hap-
pen in a multi-UAV formation. Then, Section 4.2 and Section 4.3 in-
troduce the FDE algorithm corresponding to the locally-centralized 
clustering structure and the distributed clustering structure.

4.1. Fault modes

GNSS-based cooperative navigation system utilizes pseudorange 
measurements and relative measurements, which may be affected 
by interferences with severe errors induced [11]. In this circum-
stance, the fault should be detected and excluded, which calls for 
an FDE algorithm.

In this paper, two basic fault modes are considered to cover 
different fault scenarios in a CN system: (a) the satellite fault 
which affects pseudorange measurements as shown in Fig. 4, and 
(b) the node fault which affects relative measurements as shown 
5

Fig. 5. Node fault mode in CN system.

in Fig. 5. From the perspective of sensors, relative measurements 
can be divided into P2P ranging and relative positions. In terms of 
fusion structures, relative measurements can be divided into intra-
cluster measurements and inter-cluster measurements, which are 
separately employed in locally-centralized clustering CN and dis-
tributed CN.

4.2. Fault detection for locally-centralized clustering CN based on 
solution separation

FDE can be divided into two steps: Fault Detection (FD) and 
Fault Exclusion (FE). Based on the solution separation method, the 
FD process for locally-centralized clustering CN is described in de-
tail as follows.

The measurements include pseudorange observations and rela-
tive measurements, which can be separated into different subsets 
to reduce the computation load. For each subset k, the difference 
�i

lc X̂
(k)

between the fault-tolerant solution i
lc X̂

(k)
and the all-in-

view solution i
lc X̂

(0)
, the standard deviations, and the test thresh-

olds are determined as follows [26].
For subset k, the diagonal weighting matrix is computed as:

i
lcW (k)( j, j) =

{
i
lcW ( j, j), if i

lc Z( j) is assumed healthy

0, otherwise
(26)

The statistic for subset k, i.e., �i
lc X̂

(k)
, is computed as:

�i
lc X̂

(k) = i
lc X̂

(k) − i
lc X̂

(0) = (i
lc S (k) − i

lc S (0)
)
Y (27)

where Y is the vector of measurements minus the expected range 
for an all-in-view position solution, and it is equal to the last �i

lc Z
in (13) when the solution has converged. And the coefficient ma-
trixes i

lc S (0) and i
lc S (k) are given by (17).

For each cluster, let the index q = 1, 2, and 3 designate the 
east, north, and up components of each UAVs in the cluster. The 
variance σ (k)2

im,q of the difference �i
lcx̂(k)

im,q between the all-in-view 
and the fault-tolerant position solutions is given as:

σ
(k)2
im,q = eT

im,q

(i
lc S (k) − i

lc S (0)
)i

lcC
(i

lc S (k) − i
lc S (0)

)T
eim,q (28)

where im is the UAV index in cluster i, eim,q represents a vector in 
which [7 · (im − 1) + q]th entry is 1 and the others are 0.

For each subset, the thresholds indexed by UAV index im , fault 
subset index k and coordinate index q are given as:
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Fig. 6. State and relative sensing graph of the simulated multi-UAV system.

Fig. 7. The locally-centralized structure and clusters of the system.

T (k)
im,q = K f a,qσ

(k)
im,q (29)

where K f a,q is a factor related to false alarm rate [26].
Then, the threshold tests are carried out with the solution sep-

aration residual computed as:

τ
(k)
im,q = |ilcx̂(k)

im,q − i
lcx̂(0)

im,q|
T (k)

im,q

≤ 1 (30)

If any of the tests fails, FD raises the fault alert and FE must be 
attempted.

4.3. FE scheme for locally-centralized clustering CN

FE aims to find out which subset solution can exclude the faulty 
measurements exactly. In terms of solution separation method, 
Blanch et al. have shown that the subset with the largest solu-
tion separation residual is a good choice for exclusion [26]. To seek 
a fault-free subset, a set of measurements of size Nex need to be 
excluded. For each possible value of Nex , from 1 to N f ,max , the best 
candidate subset for exclusion is determined by [11]:

kNex = argmax
{
τ

(k)
im,q | N(k)

f = Nex
}

(31)

k

6

Fig. 8. The distributed clustering structure of the system.

where N(k)

f denotes the number of the measurements assumed 
faulted. Note that, if measurements are grouped, each group is re-
garded as an individual “measurement” when calculating N(k)

f and 
Nex .

The subset candidate kNex should be checked further. Let us de-
fine kNex as the new all-in-view set. Then the FD process will be 
performed for the new set. If the solution separation tests pass, the 
new all-in-view solution will be the expected fault-free solution.

4.4. FDE scheme for distributed clustering CN

The FDE algorithm for distributed clustering CN can be derived 
based on Section 3.2 and Section 4.1 and Section 4.2. By replacing 
the relevant variables in Equations (26) to (31) as i

d X̂
(·)

, i
dW (·) , 

i
d S (·) , i

d Z , and i
dx̂(k)

im,q , we can have the corresponding process of 
the FDE for the distributed structure. Compared with the locally-
centralized structure, the FDE scheme for distributed clustering CN 
focuses on the fault of inter-cluster relative measurements.

5. Simulation results

Section 5.1 introduces the simulation configurations. Subse-
quently, MATLAB-based simulations are carried out in Section 5.2
to preliminary evaluate the performance of the proposed clustering 
CN structures and the FDE capability. Furthermore, Spirent simula-
tor is adopted in Section 5.3 to simulate the urban environment 
for a more realistic multipath scenario.

5.1. Simulation configurations

A MATLAB-based simulation platform for an 8-UAV system nav-
igation performance evaluation is established. The system is pre-
sented in Fig. 6, with the locally-centralized clustering structure 
and distributed clustering structure shown as Fig. 7 and Fig. 8. 
Monte-Carlo simulations are conducted to generate 1000 random 
scenarios, which are used to statistically determine the error stan-
dard deviations. Table 1 shows the descriptions of the three meth-
ods simulated for comparison and validation. Pseudorange and rel-
ative measurements are simulated by white Gaussian noise with 



J. Shen, S. Wang and X. Zhan Aerospace Science and Technology 124 (2022) 107570

Fig. 9. The grouping result for the satellites (Each color represents a group). (For interpretation of the colors in the figure(s), the reader is referred to the web version of this 
article.)

Fig. 10. Accuracy comparison among the three methods.
Table 1
Descriptions for the methods compared.

Method Measurements Label

Single Point Positioning Pseudorange SPP

Locally-centralized Clustering CN
Pseudorange

C-CN
Intra-cluster relative measurements

Distributed Clustering CN
Estimated states

D-CN
Inter-cluster relative measurements

Table 2
Standard deviations of the measurement errors.

Measurements Standard deviation of the error (m)

Fault-Free Intra-cluster Fault Inter-cluster Fault

Pseudorange 2 20
P2P ranging 0.2 20
Relative Position [0.1,0.1,0.1] [20,20,20]

standard deviations listed in Table 2, including fault-free and fault 
scenarios.

For the satellites, the mask angle is set at 30◦ and 45◦ to sim-
ulate two scenarios: (a) open sky, and (b) urban environments. 
According to the spatial correlation of the faults in satellites, fault 
grouping is adapted here by dividing the low-elevation satellites 
into several non-overlapping groups [31]. The grouping results for 
the visible satellites are shown in Fig. 9. The grouping process fol-
lows the criteria that the neighboring satellites should be divided 
into two subsets if their azimuths differ by more than 45◦ .

5.2. Simulation for performance evaluation

First, we analyze the accuracy of these two CN architectures, 
i.e., the locally-centralized clustering CN and the distributed clus-
7

Fig. 11. A comprehensive performance comparison among the three methods.

tering CN, compared with the traditional GNSS-only method, i.e., 
Single Point Positioning (SPP). The position results of these UAVs 
are shown in Fig. 10. For the reason that all UAVs share the same 
visible satellites and environments, there is little difference among 
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Fig. 12. The statistical (solid lines) and estimated (dashed lines) error standard deviations.

Fig. 13. The comparison between the positioning errors with and without FDE (Satellite fault).

Fig. 14. The comparison between the positioning errors with and without FDE (Node fault on intra-cluster P2P ranging).

Fig. 15. The comparison between the positioning errors with and without FDE (Node fault on intra-cluster relative position).
the accuracy of the solutions. In open sky, the locally-centralized 
clustering CN provides a 43.91% improvement in positioning accu-
racy, while the distributed clustering CN improves about 59.23%. In 
urban areas, it can be seen that the accuracy of GNSS-only method 
is degraded. In this circumstance, the performance of GNSS-only 
method is improved about 47.92% by the locally-centralized clus-
tering CN, and the distributed clustering CN improves the accuracy 
about 63.09%. Therefore, the accuracy can be effectively improved 
by these two proposed CN methods for multi-UAV systems, espe-
cially in urban navigation applications.

Fig. 11 gives a direct view of the performance comparison 
among the three methods. Accuracy is presented in the form of 
Cumulative Distribution Function (CDF), which specifies the proba-
bility or normalized frequency that a variable X takes a value less 
than or equal to a given value x. It shows that the distributed clus-
tering CN can effectively improve the performance of the locally-
centralized clustering CN by exploiting the inter-cluster relative 
measurements. Then, Fig. 12 presents the statistical and estimated 
error standard deviations in different environments, which effec-
tively validates the covariance model.
8

Table 3
Error modes considered in simulation.

Fault Mode Measurement

Satellite Fault Pseudorange

Node Fault
P2P ranging

Intra-cluster
Inter-cluster

Relative Position
Intra-cluster
Inter-cluster

Additionally, in order to validate the performance of the pro-
posed FDE algorithm, we perform the simulations with fault intro-
duced into the measurements from 4s to 7s and compare the posi-
tioning errors with FDE the results without FDE. For each second, 
Monte-Carlo simulations are conducted to generate 1000 random 
scenarios. The simulated error modes are listed in Table 3.

Fig. 13 to 17 present the accuracy comparison in 3D direction. It 
is shown that the FDE scheme can significantly reduce the error in 
different fault modes and different fusion architectures. The results 
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Fig. 16. The comparison between the positioning errors with and without FDE (Node fault both on intra-cluster and inter- cluster P2P ranging).

Fig. 17. The comparison between the positioning errors with and without FDE (Node fault both on intra-cluster and inter- cluster relative position).
Fig. 18. The simulated trajectory (red line) in the Shanghai city model of the Spirent 
simulator.

suggest that the faults are detected and excluded correctly by the 
proposed FDE for multi-UAV CN.

5.3. Simulation based on the Spirent simulator for multipath scenario

In order to simulate a more realistic multipath scenario for 
the FDE scheme, the Spirent GSS7000 GNSS simulator running the 
Spirent SimGEN software is utilized for pseudorange observations. 
It enables receiver performance test in a controlled laboratory set-
ting that is otherwise impossible with live GNSS signals [33]. To 
further simulate urban scenario, the Spirent Sim3D software is 
adopted. Sim 3D can realize multipath and NLOS simulation using 
the ray tracing technique, which provides a realistic real-time mul-
tipath simulation environment and signal reflection visualization 
function [34]. An SinoGNSS M300 Pro receiver is used to receive 
the simulated signals and restore the rinex files.

Considering a city aerial surveillance task conducted by 4 UAVs, 
we design a trajectory around a block as shown by Fig. 18. We 
assume that these UAVs fly along the trajectory in a counterclock-
wise direction with different starting points. The visualization of 
the multipath in urban area provided by the Spirent Sim3D is pre-
sented in Fig. 19. The heights of these 4 UAVs are respectively set 
to 400 m, 350 m, 250 m and 200 m. Fig. 20 presents the visible 
satellites.
9

Fig. 19. The visualization of the multipath in urban area provided by the Spirent 
Sim3D.

Pseudorange is affected by satellite clock/orbit bias, atmo-
spheric delay, receiver thermal noise and multipath effects [35]. 
Most of the errors can be eliminated by DGNSS based on the prin-
ciple that those error sources are differentiable between the GNSS 
reference station and UAVs [36]. Therefore, the pseudorange ob-
servations have been corrected through DGNSS by setting a base 
station. According to the statistics of the corrected pseudorange, 
the standard deviation of the error is about 3 m.

The error comparison in a multipath-free scenario in 3D di-
rection between SPP and the proposed CN scheme is shown by 
Fig. 21, which preliminary reveals the improvement provided by 
the multi-UAV CN algorithm. Then, with the multipath scenario in-
troduced, Fig. 22 shows that the clustering CN structure is heavily 
affected by the fault, revealing the necessity of developing an FDE 
scheme for the proposed CN architecture in complex areas. Fur-
ther, the results shown in Fig. 23 illustrate that the fault caused by 
multipath can be detected and excluded correctly by the proposed 
FDE in the urban environment.

6. Conclusions and future work

This paper has described two categories of cluster-based fu-
sion architectures, i.e., the locally-centralized structure and the dis-
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Fig. 20. The visible satellites of the simulated UAVs.

Fig. 21. Error comparison between the SPP method and the proposed CN in a multipath-free scenario.

Fig. 22. Error comparison between the SPP method and the proposed CN in the multipath scenario.
tributed structure, and has proposed a corresponding FDE scheme. 
It has been demonstrated that the proposed cluster-based CN can 
effectively improve the positioning accuracy, especially in urban 
areas. Further, it has been shown that the proposed FDE scheme 
under these two fusion structures can significantly help in different 
fault scenarios. This framework achieves the balance between effi-
ciency and accuracy, and improves navigation reliability in GNSS-
challenging scenario.
10
Moreover, the cluster-based architecture can generally represent 
various snapshot CN integration snapshot architectures. Therefore, 
this work lays the foundation for the feasibility of the proposed 
FDE under different CN architectures. The applications can also be 
extended from UAV to other vehicles in different scenarios.

Although the pseudorange observations are simulated in a more 
realistic scenario by the Spirent simulator, the relative measure-
ments are directly simulated by Gaussian white noise and the 
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Fig. 23. The comparison between the positioning errors with and without FDE (multipath).
blockage by the buildings is not considered in this work. Besides, 
the noise models and the multipath effect need to be further an-
alyzed. Therefore, our future work will focus on involving more 
scenarios in our simulations.
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